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For the Earnings Report Project, our group began by brainstorming approaches to find indicators in market reactions based on highlights from the MD&A. After reviewing the content we reviewed for our class and using our best judgment, our group decided that the sentiment analysis of sentences would be our leading indicator. Within the MD&A, we wanted to analyze the first three sentences and the last sentence. Our research found that “it was not the sentiment of the annual report itself, but the change in sentiment that was most important”. [[1]](#footnote-1) Our group felt that the introduction and conclusion to the document would hold more weight than the middle, and could pick up on any change in sentiment from beginning to end.

Furthermore, we wanted to implement another aspect of sentiment analysis with a lexicon of single words. Our group believed we could find a set of words, both positive and negative, that could be picked out of the MD&A and correlate with earnings persistence, as “the transparency of a lexicon-based approach represents a significant advantage in fields such as economics and finance, where stakeholders favor the clear interpretability of the methods and outcomes.”[[2]](#footnote-2) Additionally, if implemented correctly, a single-word lexicon can remove human interpretation to give a score solely based on the words alone. Next, our group decided the fog index would be an essential indicator to include within our model through conducting research and reviewing the second homework for class. MD&As that are "foggier" or harder to read are less persistent with their earnings, whether the author is doing this on purpose.[[3]](#footnote-3) The latter aspect is crucial, as it allows our methodology to work without human bias. Whether the author is bogging down the document on purpose or solely attempting to explain poor performance better, the model would read it with the same negativity or positivity. Our group also wanted to include the firm and market performance five days prior to the release of the MD&A. This would give us the best real-time indicator of our desired firm's performance and future outlook.

After brainstorming various indicators and building our primary model, with the help of Professor Davis’ model, our group realized adjustments needed to be made with the sentiment analysis of the MD&A. With a suggestion from Professor Davis, we realized that not all MD&A’s had a third sentence to analyze, returning an error when the code was run. We fixed this by adding a “try” and “pass” function to negate any MD&A that does not have a third sentence, allowing the code to keep running.

Next, our group realized the need for bigrams within our lexicon-based sentiment analysis. After digging through various sample MD&As, we found that most contain the word “COVID-19”, providing a strong indicator of a negative year. If firms are doing poorly in a global downturn, our group considers them more likely to use the event as an excuse for financial failures. On the contrary, firms performing financially well in these times are more likely to focus on proudly and perhaps overconfidently providing evidence for firm success despite global challenges, in opposition to mentioning how “COVID-19” impacted business. The phrases “strategic advancement” and “increased revenue” were also added, because while specific, provide strong indicators of positive earnings. We also tweaked the weights of the sentiment analysis and fog index of our code to better match their indicators.

Our final model began by setting the score to a baseline of zero. The subsequent functions either added to or subtracted from that score, based on a variety of predictors. First, we thought the first three sentences and the last sentence of the MD&A carried much weight towards an indicator of earnings persistence. The tokenization of the first sentence is multiplied by three, because it most likely offers a summary of the MD&A. Most standard writing structures include topic sentences to introduce what is to follow, carrying more weight than the following sentences. The second sentence is multiplied by two for the same reason, but holds less weight than the first sentence. The scores of the third and last sentences are not multiplied, as they offer insight into the MD&A but do not hold as much weight as the first couple sentences. Because of this, a fog index would be able to analyze the first sentence and its clarity. If the first sentence is “foggy” and indicates the rest of the MD&A to be negative, then the function will correlate it as such through the increased weight in the function.

The next section of code adjusts the score depending on the firm and market performance of the previous five days. These lines are run under ‘if’ statements to accept the possibility of market performance and firm performance being above or below zero. These scores are multiplied by one-hundred because the performance is a very small number. Removing some of the decimals was necessary to emphasize the impact of prior performance on future market reaction.

Finally, the last section of text analysis is the lexicon tokenizer (analysis). In the positive list, there are twenty-nine words, while in the negative there are twenty-seven words. Additionally, two positive phrases and one negative phrase are added to the lexicon. These positive words and phrases are multiplied by two, while their negative counterparts are multiplied by three. We chose these factors due to negativity bias, where humans commonly place more significance on negative events rather than on positive ones[[4]](#footnote-4).

Looking forward, when our model is tested on MD&As that we have not seen before, we expect our model to perform relatively well. It was imperfect in predicting market reaction on the models we had already seen. Although, it was overall more correct than not, so we expect it to perform similarly on new text. Perhaps our model would struggle identifying companies with vague topic sentences or introductions having nothing to do with firm performance. Thus, it truly depends on which MD&As the model analyzes and how they are formatted.
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